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General3D Acquisition and Tracking of Dot

Tamgetson a Mars Rover Prototype

Todd E. Litwin,

Abstract—In June and July 2003two Mars Exploration
Rovers were launched to the Red Planet. Back on Earth,
engineering-model rovers were driven on a mock Mars
landscapein a large indoor sandbox. Characterizing their
motion was accomplishedby automatically acquiring dot
targets mounted on their cluttered, upper surfaces from
any position and orientation within the sandbox using a
systemof 12 ceiling-mounted cameras.A least-squaes, n-
camera, triangulation technique was usedto attain typical
3D accuraciesof 1-2cm within the 22m x 9m test area.

Index Terms— Robotics, Vision, Acquisition, Tracking,
3D, Dot Targets, Mars Rover, Clutter, Occlusion, Triangu-
lation, Least Squares,Camera Models.

I. INTRODUCTION

On June 10 and July 7, 2003, the two Mars Explo-
ration Rovers built by the Jet PropulsionLaboratoryin
Pasadena(alifornia, were launchedtoward Mars from
NASA's KennedySpaceCenterin Florida. Theserovers
arethe mostsophisticateautonomousehiclesever sent
to anotherplanet. They carry a numberof instruments,
including a suite of cameraq1] usedfor taking science
and engineeringimages.A subsetof the cameraswvere

usedby an on-boardmobility system[2] [3] [4] [5] to

The researchdescribedin this paper was performed at the Jet
Propulsion Laboratory California Institute of Technology under a
contractwith the National Aeronauticsand SpaceAdministration.
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createelevation mapsof the terrain in order to avoid
obstaclesvhile navigating autonomouslyon the Martian

surface.

The mobility systemunderwentextensive testingdur-
ing development.Much of the testing with flight-like
rover modelstook place on an indoors sandbox,mea-
suring 22x 9 meters,and setup to simulatethe Martian
surface.Part of that testingrequiredvalidating the mo-
tion of the rover asit drove acrossthe sand.The visual
trackingsystemdescribecherewasdevelopedto provide

the necessarground-truthinformation.

Basedon an earlier 4-cameramonoculartracler cre-
atedby the authorfor the 1997 Mars Pathfindermission,
the current systemuses12 camerasmountedapproxi-
mately 5 metersabove the sandto track a set of dot
targetson the testrover’s uppersurface.It automatically
acquiresthe initial positions of the dots wherever the
rover may be within the sandbox,handling occlusions
and discriminating betweenthe dots and other visual
clutter It thentracksthe dots asthe rover moves.Each
dot’s positionis determinedusing a multi-cameraleast-
squaregriangulationtechniquethe resultsbeingusedto
computethe positionandorientationof the rover vehicle

coordinatesystemwithin the sandbox.
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Fig. 1. Sandboxasviewed by one of the camerasNote the rover in
center with tamget dotson solar panels sitting on mock landeramidst
muchvisual clutter

Il. ENVIRONMENT

The sandboxis a 22x9-meter region containing a
mockupof the Martiansurface.lt is filled with a mixture
of severaltypesof reddishsandto mimic the appearance
andtexture of Mars. Volcanicrocksin a variety of sizes
are scatteredaboutas obstacleghe rover mustavoid.

In addition to these natural objects, a number of
artificial onesare presentFirst thereis the rover itself,
alongwith a mock landerthat hasa visually rich setof
air bags.Thereare building partssuchas walls, doors,
windows, air-conditioningducts,andflourescentighting
fixtures. Thereis supportequipmenthat includesraised
flooring, large dots usedfor cameracalibration, plastic
protectve covers, cabinets,tables, chairs, tool chests,
hand tools, and other miscellaneoudtems. Sometimes

thereare people.All of thesethingsfall in the fields of
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view of someor all of the camerasSomeof theseitems
are specular

Sometimesthe sceneis illuminated with standard
flourescentights. Sometimest is illuminated with spe-
cially designedhigh-intensitylighting meantto mimic
the color and intensity of the sun on Mars. While the
camerahave lenseswith hardwareauto-irissupport,the
profile of imageintensitiesdoeschangewhenthe lights
do.

Amongstall this clutter the tracker mustidentify and
track a 3-dot target on the rover’s uppersurface.It must
do this evenwhenotherequipmenmountedon therover
sometimesccludesdots from somecameraviews.

The only information provided aboutthe dotsis their
diameters,their locationsin rover vehicle coordinates,
the range of distancesthey may be away from the
camerasand with what range of intensitiesthey may
shav up in the images.Models describinghow each
cameraviews the sceneare also available; see section

lI-D.

I1l. ALGORITHM

When the system starts, it automatically enters an
acquisitionmode, taking and analyzingimagesuntil it
finds the rover. It thentransitionsinto a tracking mode,
where it repeatedlyanalyzesnen imagesand updates
the reported state of the rover. If it loses track for
a minimum number of consecutie tracking cycles, it

reentersacquisitionmode.

A. Acquisition

The acquisitionalgorithm usesa lazy-evaluation ap-
proach.To managethe potentially explosive numberof
candidatesolutions, it prunesaway as mary of those
candidatesas possibleat eachstepbeforemoving on to

the next.
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1) Captue: Samplenew imagesfrom all cameras.

2) Identify: Find 2D dot candidatesin eachimage
individually. Start by segregating the imageinto pixels
whoseintensitiesindicate that they might or might not
be dots.Find all 4-neighborconnectedegionsof pixels
thatmight be dots[6]. Eliminateregionsthatareoutside
an allowed rangeof 2D sizesderived from the expected
rangeof distancedrom the camera.

3) Match: Correlatedot candidatebetweencameras,
collecting a set of 3D dot finalists, each composedof
a list of pairs of dot candidatesThis is done by con-
sideringeachpairwise combinationof regionsbetween
camerago be a candidatedot pair.

Triangulatethetwo views of eachregion’s 2D centroid
to find closestcrosswer point of the two lines of sight.
Eliminate the pair if the triangulation is colinear or
intersectsbehind the camera,if the distanceis outside
the expectedrangefrom either camera,if the distance
betweenthe lines at the point of minimum cross-oer is
larger than the diameterof the largesttarget dot, or if
eitherregion is outsidethe allowed rangeof 2D sizesfor
the computeddistancerom its cameraProjectthe mean
cross-@er point backinto eachcameraandeliminatethe
pair if the projectiondoesnot fall within the bounding
box of eithercameras region. If it survivesall testsso
far, then acceptthe current candidatepair as ready to
join the ranksof finalists.

Look throughall finalists alreadyidentified. Find the
closestprior finalist whoseprojectionfrom 3D into the
2D for eachof the candidatepair’s views falls within the
boundingbox of the pair’s 2D regionsin bothcamerasif
aprior finalistis identified,thenmeigethe new candidate
pair into a list of suchpairsmaintainedfor eachfinalist,
updatingits 3D position as computedover all of its
pairs, computedfor speedas the meanof eachpair's

triangulatedmeanpoint of nearestcross-wer. If a prior
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finalist not identified, then createa new one containing

only the new candidatepair.

4) Select:If therearefewer thann finalists,abortand
try again. Otherwisechoosethe n dots best matching
the target array Startby recomputingeachfinalist’s 3D
position using a least-squaresalculation of the best
cross-@er point of the set of all lines, weighted by
the inverse-squaralistancefrom each camera;seethe

appendix.

Considereach subsetof n dot finalists individually
from the whole collection. Eliminate ary subsetthat is
upsidedown to handlecaseswvith mirror symmetryabout
a horizontal axis. Computethe varianceof the n 3D
dot positionsandeliminateary subsetwhosevarianceis

more than twice the varianceof the set.

Examine each permutation[7] individually of each
surviving subset.Computea scorefor eachpermutation
basedon how well it matcheghe dot sizesandinter-dot
distanceof the target. Computethe scoreasthe square
of the differenceof the inter-dot distancedor the actual
andtarget dots, plus the squareof the differencesof the

dot diameterdfor the actualandtarget dots.

Choosethe best permutationof all subsets.Check
that it has a score close enoughto an ideal target to

be reasonablelf not, abortandtry again.
Reportthe 3D position of eachdot.

5) Locate: Compute the state of the tamget. First
computethe position and orientationof the target based
on the 3D positionsof eachdot, using the quaternion
method of Hebert [8]. Then transform the ideal dot
positionswith the position and orientation,comparing
themto the measuredgositions.If the RMS residualis
over athresholdrejectthe solution.Finally, run a single
iterationof thetrackingalgorithmon the result,rejecting

the acquisitionif that algorithmdoesnt like it.
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B. Tracking pair's imageto seeif it falls within the bounding
1) Captue: Samplenew imagesonly from cameras box of the region. Sometimeghis testis too strin-
that can seethe target's previous 3D position. gent, leadingto a splintering of sets.It might be
2) Update: Find each dot in each camera. First reasonableto extend the testinto 3D by looking
project each dot's previous 3D position into 2D for at rangeuncertaintiesor elseby enlaging the 2D
eachcamera.Considera boundingbox aroundits pro- boundingbox in both views using projectionsor
jection that is 3 dot radii away in all four directions. rangewindows.
Find 4-neighbofconnectedegions as describedearlier ~ * The tracler is nearly statelessWhile it usesthe
Eliminate a region if it is outside the allowed range past3D dot solutionsto seedthe next cycle, those
of 2D sizesfor the computeddistancefrom its camera valuesare forgottenthereafterin the faceof noise
Find the closestregion to the previous 3D position’s 2D thereis somejitter in the solutions.A Kalman or
projection. Eliminate region if it is more than 1.5 dot other filter could be appliedto the dot positions,
radii avay since the tracker runs quickly enoughthat althoughit would be importantto control the pa-
we do not expectthis to be reasonablelf any two of the rameterdo preventunduelag in responseo sudden
dotsin one cameraview selectthe sameregion, abort movements.

andtry again. - : : . :
yag Efficiencgy is alsoan importantconsiderationFor ex-

3) Tri late: C tethe 3D itionof hdot
) Triangulate: Computethe 3D positionof eachdo ample,only 3-dottargetsareusedat preseneventhough

using the weightedleast-squaresnethoddescribedear . , .
the systemis set up to supportconfigurationfor ary

lier. If any dot hasmoved morethananinput maximum .
i P reasonablenumberof targetsgreaterthan 2. Extending

distance abortandtry again. _ N
Yy ag to 4 dots alreadyraisesthe numberof combinationsso

4) Locate: Computethe stateof the rover. Compute .
high that acquisitiongoesfrom a few secondgo several

the position and orientationof the target basedon the . _ -
P & minutes.Anything that could be doneto eliminate bad

3D positionsof eachdot asdescribedearlier Transform _ o i
candidatesearlier in the processor otherwise speed

the ideal dot positionsfrom rover to world coordinates . . .
P things up shouldbe considered.

using the new position and orientation, and compare

to measuredpositions. If the RMS residualis over a ~ « Whenthe currentalgorithmis looking at the size

threshold rejectthe solution. of a dot in an image,it only considersthe larger
dimensionof its bounding box. Since this is an

C. Areasfor Improvement overestimatein most cases,the tests are not as

Therearea numberof possiblerefinementghatcould stringentas they might be. Using the covariance
be explored. Here are somethoughtson the basealgo- approacho estimatehe semimajoraxis of the dot’s
rithm: elliptical projection into the image would give a

« At onepoint in the acquisitionalgorithm a search betterestimateof its sizeandallow bad matchego

is madefor the closestprior finalist that matchesa be thrown out earliet

new one. This is currently done by projectingthe « Thereis one place where the smaller dimension

prior one’s current3D positioninto eachcandidate of the dot's boundingbox is usedin a test. The
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covarianceapproacts calculationof the semiminor
axis would be animprovementhere,too.

« The semimjor and semiminoraxes could be used
togetherif we knew what angle the dot presented
to the cameraThe currentsystemdoesnot provide
dot orientationknowledge as input, only position.
If the systemwere upgradedto take in a normal
vectorto the dot’s surface,the elliptical shapeseen
might be usedto adwvantage.lt is easyto seethat
the tracking cycle could usethis as a check after
determiningthe full 3D poseof the rover. While it
would be harderto use during acquisition,finding
away to do so couldimprove robustnessandspeed
significantly and would be worth exploring.

o The ellipticity of a true dot’s projection into the
imagecould be appliedyet anotherway. A detailed
checkof the symmetryof the shapecould be used
earlyin theacquisitionalgorithmto filter out shapes
that do not look at all like ellipses.

As mentionecearlier, thetracker's camerashave auto-
iris hardware to control exposure. There is also an
unusedability to have software take control of the iris
setting. This might be usedto overcomethe occasional
saturationof CCD pixels that causesblooming. Such
blooming, which occursfor somedot orientationsand
lighting conditions,causesan asymmetricaknlagement
of the dots, distorting the computeddot centroid. In
extreme casesthe dots can be completelyobscuredby

this effect.

D. Camen Models

It is important to note how critical it is to have
high quality cameramodels.It is obvious that without
the ability to project between2D imageand 3D world
coordinatest would be impossiblefor any acquisition

or tracking algorithm to function. But it is even more
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importantto have very accuratemodelswhentrying to
performthe kind of sensitve geometricafeasoninghat
the acquisitionalgorithm describedhere does. Since a
numberof the pruning stepsdependupon using partial
derivatives of the 2D-to-3D and 3D-to-2D projections,
the formalism usedto representcameramodels must
provide this aswell. For a real-time system,of course,

performanceds also a desirablefeature.

We arefortunatein the JPL roboticsprogramto have
afamily of cameramodelsthatsatisfiesall theserequire-
ments.This family startswith a linear model developed
at JPL in the late 1970s[9] and used extensvely in
the researchprogramuntil the early 1990s[10]. With
a compact4-vector representationit is very efficient.
It takes only 2 dot products,2 subtractions,and one
division to projecta 3D point into each2D coordinate,

for example.

The rover tracker usesthe next member of this
camera-modefamily [11], which addsradial lens dis-
tortion to the linear model, a featuretypically neededo
retain high accurag asfields of view increaseA final
memberof the family [12], not neededor the tracker’s
camerasaddsa moving entrancepupil and generalizes
the earliermodelsto include both perspectie-projection
and fish-eye camerasalong with other optical geome-

tries.

These models were used at JPL only by research
programsthrough the mid 1990s.They then startedto
see service in flight projects. They deluted with the
Mars PathfinderIMP cameraq13], and are currentlyin
usefor all the flight camerason the Mars Exploration
Rovers[1]. It is expectedthatthey will be usedin future

missionsaswell.
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Fig. 2. Display of tracler in action.Redlines connectprojectionsof
locateddot positions.Greenlinesform coordinateaxeswith elongation
in the forward direction.

IV. PERFORMANCE

The tracking systemruns on a 350MHz PowverPC
processarcontrolling PMC-basedmage-acquisitiorand
graphics-displaynodulesanda VME A/D board.It usu-
ally takes a few secondgo acquirethe rover’s position
and orientation. Tracking generallyruns at about 6Hz,
dependingupon how mary camerasan seethe dots at
ary giventime.

The primary output of the tracker is the positionand
orientationof the rover vehiclecoordinatesystem,along

with atime tag. Thisis augmentedby informationon the

dotlocations,bothin 3D andin 2D, anderror estimates.

To validatethetracker’s absoluteaccurag, a dot target
was placed in several locationsin the sandbox.The
tracker’'s outputwas comparedo that of a handsurwey.
The discrepang betweenthe two measurementsvas
1.5cm+ 0.6cmover approximatelyl8 meters.

To validatethe tracker’s relative accurag, the output
data was logged for a seriesof runs in which a dot

target was moved in approximatelystraightlines across
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the sandboxwith both longitudinalandtrans\erseruns.
This was accomplishedby suspendinghe target by a
rod from a large ceiling cranenormally usedto move
equipmentaround the sandbox,and then moving the
cranein one dimensionat a time, covering almostthe
entire sandbox. There was some lateral vibration of

the dangling target visible, althoughit appearedo be
slight. The vibration, aswell asary non-linearityof the
cranerails, certainly affectedthe results,which mustbe
consideredupper limits to the systems true accurag.

Those results shaved that the RMS deviation from

straightlineswas8mm =+ 2mm horizontallyandé6mm +

3mm vertically acrossall the runs, with the maximum
obsened RMS deviation of a single run being 12mm.
The maximumdeviation for a singlemeasuremerdcross
all the runswas 56mm.

While theseresultsare quite satiskctory there were
times when the systemdidn’t work so well. Very oc-
casionally the tracker would lock onto the wrong ob-
ject, producingwildly wrong results. There were also
degeneratecaseswhere partial occlusionwould cause
unusuallylarge errorsin the dot centroids.Theresultsin
the previous paragraphhave a few suchcasesemoved.

Some of the potential algorithm improvementsdis-
cussedn sectionlll-C would have eliminatedmary of
theseproblem cases.Better suneying of the dots also
would have helped.Whenthe suneying waspoor, some
of the parameterscontrolling toleranceto error were
loosenedto allow successfulacquisitionto take place.
This also madethe systemmore proneto acceptingbad
dataasgood.

Very rarely the rover would be sitting in such a
position suchthat no dot target was visible by at least
two cameraswithout occlusions.This defeatedthe ac-
quisition algorithm,leaving the systemrepeatedlytrying

to acquire,and making it more proneto locking on to
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the wrongtarmet. If the rover passedhroughsuchposes
briefly while moving, the trackingalgorithmwasusually

ableto bridge the gap.

V. CONCLUSION

The work here shovs one promising approachto
acquiringandtrackinga dot targetin arelatively uncon-
strainedervironment, with pointersto areasfor further
work. It was usedto log almostall test runs for the
mobility system.It was used similarly for testingthe
rover’s low-level attitude-determinatiorsystem.It was
also usedto initialize the state of the vehicle prior to
mary testruns.

Overall the tracking systemperformedvery well. It
was generally fast, accurate,and resilient to clutter.
Its automatic acquisition and usually robust tracking
contributed greatly to user satishction, making it easy
andreliable enoughto be usedoften. While it did have
someoccasionaproblems,in the endit provided much
neededinformation to the testers,and contrituted to

missionreadiness.

APPENDIX
MINIMIZE SQUARED DISTANCE OF POINT TO A SET
OF LINES: “BEST” INTERSECTION OR CROSSOVER OF

LINES

Thefollowing presentshederivationfor theequations
usedto computethe best3D point for a target implied
by projecting the 2D image coordinatesout as rays
from n cameras.Since in generaltheserays do not
intersecta leastsquaresalculationis madefor the point
that minimizes the sum of the squaredperpendicular
distancedrom thoserays.

Letb bea basepoint and < be a unit vectordefining

one of the lines, as shavn in Fig. 3. Let ' be the
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b

Fig. 3. Deviation, dofa point from aline, to be minimizedthrough
leastsquarego find bestoverlapof multiple lines of sightto the taget

point.

target point “near” the line. Let d be the perpendicular

differencevector betweenthe point andthe line:

— -,

b+ (=) - i — 7

d
bj + (o — bo)uou; + (p1 — b)uru;

+(p2 — ba)ugu; — pj

Taking the derivative of d with respectto eachcom-

ponentof 7' yields

Jd = 0
—d? = —(dj+di+d3
apo apo( 0 1 2)
0 0 1o}
= 2dg—d 2d1—d 2dy—d
00p0 o+ 18p0 1+ 28po 2
= 2d0(u(2) — 1) + 2dyurug + 2dsusug
0 =
—d? = 2douout + 2d; (’U,? — 1) + 2dsusuq
op1
0 =
—d? = 2douous + 2d1urus + 2ds (’U,g — 1)
Op2

We find the minimum deviation wherethe derivatives

of the sumsare zero:
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This canbe recastinto a form appropriatefor matrix

representation:

Z ¢ioopo + Z ¢io1pP1 + Z Cio2P2 + Z e = 0

Zcﬂopo + Z cinp1 + Z cizp2 + Z ei1 =0
i i i i

Z Ci20P0 + Z Ci21p1 + Z Ci22P2 + Z e =0
i i i i

Solve these3 equationsfor the 3 unknowns: pg, p1,

p2:

Cp=—¢ = p=-C'¢

wherethetermsfor C andé aredefinedby expanding

andjudiciously arrangingthe derivatives:

o0 =
3—d2 = polup +ugud +udui — 2u +1) +

N

2
pl(ulug’ + ui’uo + ugusug — 2u1ug) +
3, .3 2 9
p2(ugug + ujug + uzuiug — 2uaug) +
bo(—ug — uiu? — ulu 4+ 2u2 — 1) +
3_ .3 2
b1 (—uruy — ujug — uruzug + 2uiug) +

3_ .3 2
ba (—uguy — ujug — uguiug + 2ustig)

CooPo + Co1p1 + Co2p2 + €o
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po(udur + uoud 4+ uguduy — 2upur) +
p1(ui + viud + wdud —2u? +1) +
pa(udug + ugu’ + uzugul — 2uouy) +
bo(—uous — uuy — uguiuy + 2uguy) +
by(—uf — uiud —

uiul + 2ui — 1) +

b (—ugu’ — udug — uzugul + 2uguy)

c10po + c11p1 + C12p2 + €1

po(upug + uous + uguius — 2uouy) +
p1(udug + ugus + upudus — 2ugus) +
p2(us 4+ udud + udu? — 2u3 +1) +

bo(—uous — udug — uguiug + 2ugug) +
by (—urul — uiug — uyudus + 2uiug) +

2,2

bo(—uj — udud — udu? + 2u3 — 1)

C20P0 + C21P1 + Co2p2 + €2

The above resultsin equationsthat producea uni-
formly weightedresult.If differentweightsare desired,
replaceeachc;;,, ande;; with w;c;;, andw;e;;, respec-
tively. Weightsbasedon the inverse-squaredistanceto
eachcamerawere usedin the tracker by first computing
the uniformly weighted solution to get approximate
distancedo the point andthenreturningto performthe

weightedsolution.
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